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Abstract— The combination of transcranial magnetic stim-
ulation (TMS) and electroencephalography (EEG) provides a
direct means of assessing focal and distributed cortical behavior
such as excitation/inhibition, intrinsic oscillatory activity and
connectivity. However, TMS-EEG poses a number of technical
challenges, foremost of which is removal of stimulation-induced
artifacts that are several orders of magnitude larger than the
neural signals of interest and typically obscure critical early
neural responses to the stimulation. Here we describe a non-
linear non-causal neural network predictor, built using a Gated
Recurrent Unit architecture, and demonstrate its use to remove
TMS artifacts from EEG recorded on a phantom, as well
as real EEG synthetically contaminated by artifacts from the
phantom experiment. Our results indicate that this artifact
removal algorithm may decontaminate EEG signals as early
as 6ms following stimulation. Given this result we discuss the
future development of neural network based predictors for TMS
artifact rejection.

I. INTRODUCTION

Simultaneous TMS and EEG (TMS-EEG) provides a
direct means of assessing focal and distributed cortical
behavior such as excitation/inhibition, intrinsic oscillatory
activity and connectivity [1], [2]. However, TMS-EEG poses
a number of technical challenges, foremost of which is
removal of stimulation–induced artifacts that are several
orders of magnitude larger than the neural signals of interest
[3], [4]. Many methods have been proposed to deal with
these artifacts. One approach is to use a hardware based
sample and hold filter to simply blank out the first interval
(typically 20 ms) of EEG, preventing contamination of the
remaining EEG [3]. While effective, this approach prevents
the capture of early responses to the stimulation. It is well
known from paired-pulse TMS paradigms that TMS can
impact the underlying neural activity as early as 3-10 ms
following the TMS pulse. Therefore in order to examine
these early responses to TMS an alternative approach is
required.

Equivalent circuit models offer an attractive approach to
modeling TMS artifacts from first principles [5], [6]. The
TMS artifact is predominantly induced by the magnetic
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flux from the TMS coil. However, a circuit model requires
continuous and accurate measurement of a number of param-
eters of the TMS system (which may not be available for
commercial hardware), its interface to the brain including
electrode–skin impedance, and the brain itself, including
magnetic flux from the TMS coil, contact impedance and the
spatial parasitic capacitance. In addition the model is non-
linear and switched (since the artifact outlasts the TMS pulse
and the system changes upon pulse termination), requiring a
complicated circuit. To deal with limited information about
the physical characteristics of the system Katayama et. al.
[5], [6] performed hand tuning of circuit parameters to
fit experimentally collected artifacts. Limited availability of
necessary measurements and the need for hand tuning of
circuit parameters limit practicality of this approach for
wide scale use. Another previously investigated alternative
is to use an off-line Kalman filter approach to remove
TMS-induced artifacts from EEG recordings. Morbidi et. al.
identified two dynamic models describing EEG and TMS
signal generation and applied Kalman filtering to the linear
system arising from their combination [7]. Like the hardware
model, this approach leverages the temporal dynamics of the
TMS artifact. However, effectiveness of a linear approach to
model a system that is known be highly non-linear is limited,
and accurate and repeatable specific EEG and TMS dynamic
models are difficult to attain and validate.

Currently, blind source separation approaches such as
independent component analysis (ICA) are the predominant
approach to TMS artifact rejection. ICA decomposes multi-
channel EEG data into multiple components, assuming that
artifact and neural signals possess distinguishable spatial-
temporal patterns [8], [9]. Typically, temporal dynamics
of the artifact are ignored and the problem is treated via
spatial unmixing only, in contrast to the two aforemen-
tioned approaches. Using ICA, artifact rejection becomes a
binary classification problem to distinguish between those
components belonging to the artifact and those belonging
to the underlying brain activity. Traditionally, classification
has been done by hand, involving time-consuming, subjec-
tive, and potentially error-prone visual inspection [10], [1].
More recently a number of supervised and unsupervised
classification techniques have been introduced to replace the
dependence on human selection [11], [8]. Though automated
identification of components resolves a major drawback,
several issues remain with an ICA approach, foremost of
which is the need to still discard the initial ˜10 ms of post
stimulus data using a sample and hold filter.

Since the temporal dynamics of the artifact are both
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strongly stereotypical and reflect the actual physical cause of
the interference (as per the circuit model), here we describe
a non-linear non-causal deep neural net dynamic predictor
to address the artifact removal problem.

II. METHODOLOGY

TMS-EEG was measured on both a phantom and a hu-
man volunteer. A melon (Cucumis melo) was used for the
phantom as melon skin has been reported to have similar
dielectric properties to human skin [12]. The human subject
was neurologically healthy and had no family history of
epilepsy. Informed consent was obtained in accordance with
the Institutional Review Board of Beth Israel Deaconess
Medical Center where the experiments were performed.

A. Data Collection and Preprocessing

Data collection procedures were identical for the phantom
and human subject. The phantom head (melon) was posi-
tioned on a table at a similar distance from the simulators
and recording equipment as in human experiment. Blocks of
30 single monophasic pulses of TMS were administered with
5-second inter-pulse intervals beginning at 10% maximum
stimulator output (MSO), with successive blocks increasing
in intensity at 10% MSO increments to a maximum of 80%
MSO. TMS was administered with a Magpro X100 TMS
stimulator (Magventure Inc.) using a Cool-B65 figure-of-
eight coil with a 75mm outer diameter and external liquid
cooling. The stimulator was positioned over the C3 electrode
and oriented approximately 45◦ off midline with the handle
facing posteriorly to induce a posterior to anterior current
flow. EEG was recorded at 5kHz using a TMS-compatible
EEG system (actiCHamp: BrainProducts Inc.) connected
to a 64-channel cap with active Ag/AgCl electrodes with
impedance conversion at the electrode level (actiCAP slim:
BrainProducts Inc.)

a) Preprocessing: Processing for human subject and
phantom data were identical. 2000 ms intervals were seg-
mented centered at the TMS pulse. Each channel was base-
line corrected with respect to the TMS-free data (1000 to 500
ms prior to the TMS pulse). No additional digital filtering
was applied so as to not distort the high frequency artifacts.
Since recurrent neural networks (RNNs) are sensitive to the
scale of the input, data was scaled linearly to a 0-1 range for
every intensity level and channel separately before being fed
into the network. To obtain a dataset with known EEG and
artifacts components for ground truth evaluation, synthetic
data were created by adding non-artifact contaminated EEG
(obtained from the rest period prior to TMS stimulation) from
the human subject to the melon recordings of the stimulation
artifact.

B. Training with Recurrent Cell Architectures

The core of the model implemented in this paper consists
of a two-layer deep Gated Recurrent Unit (GRU) neural
network. GRU’s are an advanced version of RNN’s with two
gates that control the flow of information: an update gate
and a reset gate. The update gate determines how much of

Fig. 1: Gated recurrent unit cell architecture

the information from previous time steps needs to be passed
along to the future, while the reset gate determines how much
of that information needs to be forgotten [13].

When the previous hidden state ht−1 and an input sample
xt are plugged into the GRU cell, they are multiplied by
their own weights Whz and Wxz as shown in Fig. 1. We
start by calculating the update gate zt for time step t using
the equation:

zt = σ (Whz · ht−1 +Wxz · xt) (1)

The equation for the reset gate is similar to the one for
the update gate:

rt = σ (Whr · ht−1 +Wxr · xt) (2)

Then we introduce a candidate hidden state which will use
the reset gate to store the relevant information from the past:

h̃t = tanh (Wchr · (rt · ht−1) +Wchx · xt) (3)

The activation ht of the GRU cell at time t is the
linear sum of the previous activation ht−1 and the candidate
activation h̃t:

ht = (1− zt) · ht−1 + zt · h̃t (4)

The RNN implemented for this application was a stacked
GRU which has 2 hidden layers; each layer is composed of
64 GRU cells. The hidden states of the second layer are fully
connected to a dense layer of 64 hidden units that predicts the
next sample in the sequence. We segmented the EEG signals
from 2 ms before to 20 ms after the TMS. We initialized the
network with the first 3 samples in the sequence, predict the
next sample, and then slide by one sample in the sequence
to predict the next. When phrased as a regression problem,
the input variables are xt−2, xt−1, xt and the output variable
is xt+1. The intuition is that the TMS artifact data collected
from the phantom head comes from a physical system that
can be characterized by an RNN and thus such a model can
be learned and applied to human TMS-EEG recordings to
estimate, and then remove the TMS artifacts.

Training of the network was performed with the PyTorch
framework for 200 epochs using a batch size of 1. In
order to avoid overfitting, the model was validated with
5-fold cross validation. For optimization we experimented
with Adam, SGD and a Quasi-Newton method: L-BFGS, an
unconstrained, non-linear optimization that steers its search

1110



x̂t+1 Dense Layer

h2
1 W h2

2 W h2
n W

h1
1 W h1

2 W h1
n W

x1 x2 xt

Fig. 2: Graphical model of a deep GRU network. hl
i denotes

the ith hidden state at the lth layer. W denotes the weight
matrix that updates the hidden states. x̂t+1 denotes the pre-
diction of the next sample in the sequence, computed by
matrix multiplication of the weights of the dense layer by
the hidden states in the second layer. The network can be
fed with the first t samples of the TMS-EEG signal as long
as t ≤ n, the number of hidden states in the first layer.

through variable space by using an estimate to the inverse
Hessian matrix [14], [15], evaluating the mean squared
error between the actual and the predicted artifacts as the
objective function. The lowest training error was obtained
from L-BFGS. Although L-BFGS is memory greedy and
computationally intensive, since it is a second-order method,
it found the local minima better than the variants of stochastic
optimization methods, resulting in lower error in predicting
the TMS artifacts.

As Fig. 2 shows, the weights, W , of the GRU network are
shared across time. This enables the network to be trained
with fewer parameters and allows passing input sequences of
variable length into the pre-trained network during inference.
Network hyper-parameters were determined by performing
grid search. Specifically, we minimized the expected L2 loss
in the search space trying different number of samples passed
into the network: t ∈ {3, 5, 10, 15, 25}, different number of
hidden units in each layer: n ∈ {16, 32, 64, 128, 256}, layers
l ∈ {1, 2, 3} and size of the dense layer ndense ∈ {16, 32, 64,
128, 256}. Designing a neural architecture that achieved the
lowest loss over a reasonable parameter space when tested
on independent validation data was the foremost priority. We
trained our model on the TMS signals collected from the
phantom head per each channel separately for all intensity
levels. When tested on human data or synthetic data, the
artifact prediction was subtracted from TMS-EEG to estimate
the clean EEG signals.

III. RESULTS

Visual inspection of artifact predictions indicate they are
well matched to the amplitude, frequency, and phase of
the underdamped harmonic oscillation shape characteristic
of recorded TMS artifacts (Fig 3). There was no notable
decrease in the quality of the artifact fit across channels

(a) (b)

(c) (d)

(e) (f)

Fig. 3: (a-f ) Actual TMS artifacts and artifacts predicted by the
recurrent neural network in the left column. EEG signals and EEG
estimated by the model from the synthetic signals in the right
column (a-b) Channel: C3, MSO: 20%. (c-d) Channel: C3, MSO:
40%. (e-f ) Channel: C3, MSO: 60%.

that were nearer or farther from the site of stimulation. The
residuals after subtracting the artifact predictions from the
synthetic TMS-EEG data set are the model estimates of
clean EEG, as shown in the right column of the figure. The
recovered EEG was qualitatively similar to the uncontam-
inated data. The model was not able to accurately recover
the first 6 ms of data. As expected, we observed improved
prediction of the underlying EEG as time progressed after
stimulus onset. Meaningful signal recovery as early as 6
ms following stimulation is an improvement over currently
available techniques that typical require blanking or removal
of the first 10-14 ms of data [16].

Fig. 4 reports on performance of the method as a function
of spatial position, post-stimulus time, and TMS amplitude.
We show results from six channels over four time bins at
three MSO levels, for a total of 72 comparisons. Results
are quantified by signal-to-interference ratio, calculated as
the EEG energy divided by residual artifact energy averaged
over trials and time bins.

IV. DISCUSSION

The challenge of TMS artifact removal from EEG record-
ings persists despite more than a decade of investigation.
Results of our proposed solution using a deep GRU network
architecture indicate this is a promising (though imperfect)
approach. In particular our results were relatively insensi-
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Fig. 4: Mean signal-to-interference ratio (SIR) for estimated EEG
calculated as a function of spatial position (six channels), time post-
stimulus (four 5ms time bins) and TMS amplitude (three levels).
Note that the TMS coil was positioned above C3. Bars for each time
interval show SIR calculated as EEG energy divided by residual
artifact energy. Color shows TMS amplitude: 20% (black), 40%
(dark gray), and 60% (light gray). Bar height is mean over trials,
error bars show 10 to 90 percentile intervals.

tive to channel location, a key point as one might expect
the method to perform worse for larger artifacts. We also
achieved significant artifact reduction earlier post-stimulus
than most existing methods. Importantly, the method did
not require manual intervention to select putative signal
components, and was self-calibrating, with no need to learn
an equivalent circuit model that might be tuned to a par-
ticular TMS hardware system, electrode configuration, or
even highly variable electrode-skin contact impedance. We
still need to test the system on TMS-EEG from human
subjects, where the artifacts are expected to last longer due
to increased contact impedance.

TMS artifact still dominated the EEG signal for the first 6-
10 ms following stimulation. Future research will seek to im-
prove upon this result by testing modifications in the network
architecture and input data. In particular, we speculate that
the sigmoid nonlinearities prevent the dynamic model from
achieving the rapid rise and fall times needed to approximate
the interference; we will explore other nonlinearities that
capture locally unstable behavior to follow large spikes
that terminate rapidly. Training across channels, requiring a
novel spatio-temporal GRU predictor, might capture spatial
regularities in the artifact signal. Training across intensities to
understand whether artifacts recorded at low intensity (when
the cortical response is theoretically negligible or small) can
be scaled to approximate artifacts found at greater intensity
may prove useful for accommodating artifact variability that

occurs due to differences in EEG equipment and human head
geometry across individuals.
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